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ABSTRACT
In the last 40 years, Urban perception has become an important re-
search area covering several fields, such as criminology, psychology,
urban planning, Broken windows theory. It aims to analyze and
interpret the behavior of the perception in cities. Urban perception
focuses on understanding urban environments based on the charac-
teristics of the city. With the rapidly increasing data availability and
highly scalable data collection methods powered by modern web
services, new techniques from other domains enabled the explo-
ration of solutions to estimate urban perception (i.e., quantify urban
perception autonomously). This work presents a methodology to
explore the urban perception analysis task. The work relies on the
benchmark dataset, Place Pulse. This dataset is used to perform
our classification tasks concerning the category of safety in urban
perception problems.

CCS CONCEPTS
• Urban Computing→ Urban Perception; • Deep Learning→
Perceptual Learning.
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1 INTRODUCTION
Nowadays, urban perception has a vital role in society. It helps to
explore several areas such as urban planning, urbanism, urban de-
velopment. Numerous social-psychological efforts have advanced to
understand the behavior of a city and its influence on society. “Cities
are designed to shape and influence the lives of their inhabitants”
[17]; the work shows the structure of the city is a consequence of
their population. Multiple studies focused on the relation of the
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visual appearance of the city and their possible role and impact in
human perception and their lifestyle [19].

Another notable example is the theory of “BrokenWindow” [40].
The theory asserts that visual signs of environmental disruption
(e.g., broken windows, abandoned cars, trash, graffiti) can induce
social consequences and likely increase crime. To appraise the
trustfulness of this theory, some social experiments were performed
[12, 19, 33, 37] establishing whether the visual appearance can
impact the behavior of the citizens or not. Other studies showed
that the visual aspect of a city strongly affects the psychological
state of the inhabitants [11, 17]. On the other hand, some studies
showed that green areas in urban cities positively impact the safety
perception [15, 31, 38].

In this study, we present a methodology to predict human per-
ceptions of the safety category. Let us consider the case of Rio
de Janeiro city which is to be said as one of the most dangerous
Brazilian cities. In Figure 1 we present a pair of images in which
the left-hand side image preserves from the community of Favela
(known as a zone that is basically dominated by drugs traffic and
not well developed urban area) while the latter one has captured in
the city center preserving the organized and highly cleaned area.
The main contribution of this work can be seen in three fronts: (i)
we propose a concrete methodology to study and analyze Urban
Perception; (ii) we explore the Place Pulse 2.0 dataset by consider-
ing the calculation of the perceptual scores and further analyze the
limitations arisen from the dataset; and (iii) a classification model

Which one looks safer?

Community of Favela City Center

Figure 1: The image instances from the city of Rio de Janeiro,
Brazil. The images were asked over the perception survey
to assign the perception score whether the image looks like
safe or unsafe. The images are in PlacePulse2.0 dataset [8],
offering the geo coordinates for each.
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is developed to predict the urban safety perception on street view
images.

The remainder of this paper is organized as follows: Section 2
studies the related works in the literature; Section 3 presents our
prediction methodology on urban perception task; Section 4 reports
our experimental evaluations and discusses the results; and finally,
Section 5 concludes this work.

2 RELATEDWORKS
Urban Perception is an important field in urbanism and urban plan-
ning. This area of research aims not only to create a highly accurate
prediction model [32, 36], but also to understand the city environ-
ment and its impact on the population [3, 39]. The major goal is to
develop a model to possibly map the city’s visual appearance along
with non-visual attributes such as crimes, house prices, and per-
ception surveys. Many works attempt to identify and differentiate
the city’s appearance (e.g., “What makes Paris look like Paris?” [6],
“what makes an outdoor space beautiful?” [34], and “What Makes
London Look Beautiful, Quiet, and Happy?” [29]). Other works
consider additional data (crimes, robbery) to map over different city
area considering visual appearance and statistical rates [2, 9, 24].
Another approach is to analyze the influence of the presence of
graffiti in large city cities and then compare it with the human
development index [1, 5, 37].

One major work in line with urban perception analysis is [30]
that introduces the Place Pulse dataset. The dataset comprises com-
parisons between pairs of images in various categories (e.g., safety,
lively, wealthy). This work was studied to perform an urban map-
ping method using the urban perception score and further localize
it inside the target city[25, 27]. Some feature extractors like GIST,
DeCAF [7], and ImageNet[4] were obtained to train the image
representations along with the respective perceptual scores. Oth-
ers seek to extract more information about the visual appearance
of the image using complex methods like convolutional neural
network (CNN) [8, 18, 28] and analyze greenery areas in cities
[13–15, 21]. Alternatively, object segmentation techniques also con-
sidered analyzing the object presence and their correlation with
safety perception[23, 42]. Also, some works use machine learning
interpretation to understand the explanation between models and
human perception [20, 22, 41].

3 METHODOLOGY
This section first discusses the street view imagery dataset utilized
in this work and explains its settings and configurations. It then
explains our methodology in the perceptual score prediction task.

3.1 Dataset
Place Pulse has two versions: PlacePulse1.0 [30] and PlacePulse2.0 [8].
Both of them are composed by comparisons between two images
providing the latitude, longitude, and the respective winner (or
draw). (i) Place Pulse 1.0: released in 2013, it contains a total of
73,806 comparisons, 4,136 images from 4 cities: New York (including
Manhattan and parts of Queens, Brooklyn and The Bronx), Boston,
Linz, and Salzburg. Besides, they evaluated three types of compar-
isons: safe, wealth, and unique; and (ii) Place Pulse 2.0: released

Figure 2: World wide geographical distribution overall the
56 cities involved in the Place Pulse 2.0 dataset. The majority
of the cities contributed from Europe and North-America.

in 2016, it contains around 1.22 million comparisons, 111,390 im-
ages from 56 cities in 32 countries across the 6 continents (dividing
North and South America) and six categories: safe, wealth, depress,
beautiful, boring, and lively.

Calculating the Perceptual Scores
In order to pre-process all comparisons in the dataset we follow
these steps: for each compared image 𝑖 with other images 𝑗 many
times in different categories, we define as the intensity of perception
of any image 𝑖 as the percentage of times that the image was se-
lected. This intensity of 𝑗 affects 𝑖 intensity. Due to this, we define
the positive rate𝑊𝑖 (1) and the negative rate 𝐿𝑖 (2) of an image 𝑖
corresponding to each target category:

𝑊𝑖 =
𝑤𝑖

𝑤𝑖 + 𝑑𝑖 + 𝑙𝑖
(1)

𝐿𝑖 =
𝑙𝑖

𝑤𝑖 + 𝑑𝑖 + 𝑙𝑖
(2)

where,𝑤𝑖 is the number of wins, 𝑙𝑖 number of loses, and 𝑑𝑖 draws;
From the equations 1 and 2 we can calculate the perceptual score
associated for each an image 𝑖 called Q-score with notation 𝑞𝑖,𝑘 in a
category 𝑘 :

𝑞𝑖,𝑘 =
10
3
(𝑊𝑖,𝑘 + 1

𝑛𝑤
𝑖,𝑘

(
𝑛𝑤
𝑖,𝑘∑︁
𝑗1

𝑊𝑗1,𝑘 ) −
1

𝑛𝑙
𝑖,𝑘

(
𝑛𝑙
𝑖,𝑘∑︁
𝑗2

𝐿𝑗2,𝑘 ) + 1) (3)

The Equation 3 is the perceptual score of the image 𝑖 to be ranked,
where 𝑗𝑥 is an image compared to image 𝑖 , 𝑛𝑤

𝑖
is equal to the total

number of images 𝑖 beat and 𝑛𝑙
𝑖
is equal to the total number of

images to which 𝑖 lost. Besides, 𝑗1 is the set of images that loses
against the image 𝑖 and 𝑗2 is the set of images that wins against the
image 𝑖 .

Finally, referring to previous studies in visual assessment [26, 30],
the perceptual score Q is scaled to fit the range 0 to 10. This process
is performed by adding the constant value 1 and multiplying the
equation 3 by 10

3 . In these scores, the value 10 represents the highest
possible score for a given question. As an example, if an image
receives a calculated score of 0 for the question “Which place looks
safer?”, that means the image has been perceived as the least safe
image in the dataset.
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In Table 1, we show the statistics from Place Pulse 1.0 dataset
in the three categories evaluated and the 4 cities studied. We note
that the highest mean score values are presented in Boston City
except in wealthy category. Different from Place Pulse 1.0, with the
Place Pulse 2.0 dataset we can generate deep statistics summarized
in Table 2. The sub Table 2(a) shows the information organized by
continent (note that we divided North America and South America),
number of countries, number of cities, and number of images; In
Figure 2 we show the geographical distribution of the cities in-
cluded in this dataset. In the sub-Table 2(b) we show the number of
comparisons, the number of images compared, and the mean score
for each category. We also remark that the safety category has the
highest values respecting the other categories.

Generalization on Perceptual Scores
This work focuses on the Place Pulse 2.0 dataset due to the larger
quantity of images. As we mentioned above, we can analyze the in-
formation dividing the world by regions like global level, continent

Place Pulse 1.0
City # images safety wealthy uniquely
Linz 650 4.85 5.01 4.83

Boston 1237 4.93 4.97 4.76
New York 1705 4.47 4.31 4.46
Salzburg 544 4.75 4.89 5.04
Total 4136

Table 1: Data summary on Place Pulse 1.0 and its respective
mean score per category.

Place Pulse 2.0
Continent #countries #cities #images
Europe 19 22 38,747
North America 3 17 37504
South America 2 5 12,524
Asia 5 7 11,417
Oceania 1 2 6,097
Africa 2 3 5,101
Total 32 56 111,390

(a)
Place Pulse 2.0

Category # comparisons # images mean
Safety 368,926 111,389 5.188
Lively 267,292 111,348 5.085
Beautiful 175,361 110,766 4.920
Wealthy 152,241 107,795 4.890
Depressing 132,467 105,495 4.816
Boring 127,362 106,363 4.810
Total 1,223,649

(b)
Table 2: Statistics obtained after process all comparisons from
Place Pulse 2.0, reporting information about images per cities
in each continent and themean score for each target category.

C
it
y

C
o
u
n
tr
y

C
o
n
ti
n
e
n
t

W
o
rl
d

(a) (b) (c) (d)

Figure 3: Perceptual score distributions in the 4 different re-
gion: in 3 different cities: (a) Amsterdam-Netherlands, unique
city; (b) Rio de Janeiro-Brazil with 3 cities; (c) Atlanta-USA
with 17 cities. (d) World (all cities)

level, country level, and city level. Following this idea, we calculate
the scores using images compared with others in the same region
level (e.g., city-level: RJ images compared with RJ images; country
level: RJ images with SP images; continent level: RJ images with
Santiago (Chile) images; and global level: RJ images with Tokyo
images).

Table 3 shows the impact of the region level on the perceptual
score calculation. There is a decrease in the number of images
evaluated— due to the nature of the dataset (in terms of the number
of comparisons). All images were compared with a random image
from a random location around the world; once we attempt to
filter using the Latitude-Longitude of the images compared in the
same city, country, or continent, we retrieve images that were not
being in compression process with any other images from the same
country.

Place Pulse 2.0
Category/Level City Country Continent Global

safety 20,143 45,640 85,890 111,390
lively 14,803 38,216 79,788 111,349

Beautiful 9,410 28,811 66,792 110,767
Wealthy 7,642 24,326 57,780 107,796
Depressing 6,556 21,171 52,504 105,496
Boring 6,148 20,931 52,031 106,364

Table 3: Quantity of perceptual scores calculated based on
the number of images compared dividing by the region level:
city, country, continent, and global. We note that for the city
level we lost a huge quantity of information (images) for
each category.
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Figure 4: We keep threshold of 5.0 to assign labels as 0 (unsafety) or 1 (safety). The figure shows the imbalance in the images
quantity for each class per city. We note that in most of the cities, the imbalance of classes is observed (for instance, Rio de
Janeiro city holds the highest number of unsafety images).

Moreover, by calculating over the same city, we retrieve a reduc-
tion of 82% compared with the total number of images (at the global
level). Since we know that the majority of countries in Europe has
only one city (e.g., Amsterdam - Netherlands); Brazil has 3 cities;
Chile, Mexico, and Japan has 2 cities; and the USA has 15 cities.
The number of cities per country and number of comparisons will
impact directly the perceptual score distribution (See Figure 3).

Analysing the Imbalance data
As we describe in the previous section, we observed in Figure 3 that
for a low quantity of images (city-level), the scores are accumulated
in the value 3.3333 and 6.6666 (more notorious in the city level).
This happened due to the number of comparisons performed in
each image (maximum 3 comparisons on average). So, using the
Equation 3 we know when we have the scores 3.3333 is because
an image won 1 of 3 comparisons and 2 of 3 for 6.6666. So, this
behavior keeps at country and continent levels as well, with the
main difference that at the continent level we have a different
distribution of scores. At the global level, for all cities, we finally
have a good distribution of scores (last row in Figure 3). So, using
the perceptual scores calculated at the global level, we will focus
our analysis on the safety category to study the perception. In
Figure 4 we show the imbalance for the category safety, we see
that imbalance happens in the majority of the cities presented in
Place Pulse 2.0 (more unsafety images); In the other hand, few cities
have more safety images (e.g., Washington DC, Toronto, Sydney,
Singapore, Londres, Boston, and Chicago).

3.2 Predicting the Urban Safety Perception
In this work, we perform a classification task adapting the VGG16 [35]
architecture to a Global Average Poolmodel [16] called VGG16-GAP.
Wemodify the last layer of the block-conv5, taking theMax-Pooling
layer and replacing it with a GAP layer. This modification aims to

extract more informative and high-level features from input images
through Global Average Pooling (see Figure 5).

Once we add the GAP layer, we remove last 2 Fully Connected
layer from original model architecture after layer 13, we call the
output of this layer as the features extracted from VGG-GAP. In
Figure 5 we present the model used to extract our features, then
we train and compare the behavior of linear and non-linear models:
(i) Logistic Regression: 𝐿(𝑦, 𝑓 (𝑥)) = ∑𝑛

𝑖=1 𝑙𝑜𝑔(𝑒 (−𝑦𝑖∗𝑓 (𝑥𝑖 )) + 1); (ii)
Linear SVC: 𝐿(𝑦, 𝑓 (𝑥)) = ∑𝑛

𝑖=1𝑚𝑎𝑥 (0, 1 − 𝑦𝑖 𝑓 (𝑥𝑖 )); and (iii) Ridge
Classifier : 𝐿(𝑦, 𝑓 (𝑥)) = 𝑠𝑔𝑛( | |𝑦 − 𝑓 (𝑥) | |22 + ||𝑤 | |22).

Furthermore, we can define an additional parameter called 𝛿 to
control how many samples of the % top and % bottom are used to
train. We prefer just to use the default 𝛿 = 0.5 which means all
datasets, based on results of previous works which already reported
this [23, 24, 27, 30]. We evaluated our classifier model behavior
using the following metrics: Accuracy (Equation 4), Area Under the

InIn-1I1 I2
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Figure 5: This Figure presents our adapted network, called
VGG16-GAP. As we mention, we will use this architecture
and the original VGG16 as feature extractors.
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Curve (AUC), Precision (Equation 5), Recall (Equation 6), and F1
score (Equation 7). Due to the binary classification task performed,
the AUC, F1, and Accuracy will tell us how well is behaving our
model in the predictions. In Table 4 we report the average of the 5
cross-validations for each method proposed, dividing the dataset
into 80% to train and 20 % to test. We note that VGG16_GAP-Places
presents the best results of all of them.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(4)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(5)

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(6)

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(7)

4 RESULTS AND DISCUSSIONS
This work presents a methodology to study, explore, and analyze
the dataset Place Pulse 2.0, focusing on the safety category. We
calculate the perceptual scores using different comparison levels
as city, country, continent, and global levels. We then explore the
distribution of the calculated scores noting that for the low quantity
of cities evaluated, worst the score distribution. Then, selecting the
global region as the better to study we use a threshold to label
the scores: an image with a score above 5.0 is safety; another case,
unsafety. After that, we notice the imbalance of samples in the
majority of cities which is the same to say the imbalance of samples
in the dataset. From this, we use the network VGG16 with pre-
trained weights specialized on the ImageNet and Places365 datasets.
Besides, wemodify the last convolutional layer changing to a Global
Average Pooling layer.

Our main pipeline is the following: (i) pre-process the perceptual
scores for each image in the Place Pulse dataset as we defined at
Section 3.1 this work focuses only on the Safety category; (ii) we
then extract features from images using the four VGG16 based
models (VGG16, VGG16_GAP, VGG16-Places, and VGG16_GAP-
Places); and finally (iii) we perform the classification and see the
results.

In Table 4, we report the metrics for each feature extractor
and each method; we note that *VGAP: VGG16_GAP-Places have
the best result (the average of the 5 cross-validations) using the
LinearSVC method. Since the Place Pulse dataset is composed of
google street view images, this makes sense due to the nature of
the pre-trained weights of Places365. Compared with ImageNet,
the Places365 dataset is composed of indoor and outdoor images
like streets, residential zones, markets, restaurants, landscapes, etc;
Instead of objects as ImageNet. In addition, we note that VGG_GAP
presents the best behavior using LinearSVC instead of Logistic (the
best for VGG16 extractors) this could be due to the operation in the
last Global Average Pooling layer applied which enables the net-
work to better understand the pattern of the layer after convolution
activation rather than dense layers [10, 16].

auc accuracy f1 score
FE Method train test train test train test

LinSVC 63.62 56.50 68.85 65.22 54.78 49.41
VGG Logistic 60.63 57.52 67.25 65.72 51.42 49.07

Ridge 64.72 54.75 69.44 64.38 56.50 49.34

LinSVC 59.01 57.93 66.51 66.09 49.52 49.06
VGAP Logistic 58.07 57.57 65.95 65.59 46.06 45.61

Ridge 59.20 57.93 66.59 65.89 50.27 49.76

LinSVC 64.44 57.14 69.48 65.79 56.39 51.20
*VGG Logistic 61.74 58.35 68.16 66.44 53.77 51.28

Ridge 65.20 55.76 69.84 64.86 57.56 50.67

LinSVC 60.26 59.76 67.38 66.96 51.65 51.04
*VGAP Logistic 59.40 58.97 66.81 66.62 49.16 48.90

Ridge 60.45 59.15 67.45 66.94 52.23 51.53

Table 4: Each table reports classification metrics (in-
percentage) over four feature extractors and the pro-
posed methods. Glossary: FE: Feature Extractor; VGG:
VGG16; VGAP: VGG16_GAP; *VGG: VGG16-Places; *VGAP:
VGG16_GAP-Places; LinSVC: Linear SVC.

Dataset Limitations
Some limitations arose in this dataset. The first limitation is the
construction of Place Pulse, which uses an online survey. Each
volunteer chooses between two images that are the most “safe"
depending on their biased personal perception criteria. The second
limitation is the small number of sample images per city. Compared
with another dataset which has millions of samples, our total is
not above 112,000 which yields the model for poor performance
when a few sample data is provided. The third limitation is that we
are obligated to use all datasets, if we calculate scores based on the
region’s levels we will lose information; in other words, we need to
use all the cities to get good behavior. And finally, we state that it
is a challenging task to create a specific perceptual predictor model
per city; this is highly due to the lack of sufficient training samples
and the number of comparisons per each one.

5 CONCLUSIONS
In this work, we propose a methodology that allows us to explore,
analyze, and understand the nature of the dataset Place Pulse 2.0.
To do this, we pre-process the dataset Place Pulse 2.0 analyzing the
110K images obtained by category comparisons. we focus our study
on the safety category due to the importance of urban security, but
we calculate the corresponding perception scores in four different
levels (city, country, continent, and global) in all categories. Finally,
We conclude that our methodology is capable to learn characteris-
tics related to the prediction of the safety urban perception in street
images.

To extend this work, we will focus on solving the issue of imbal-
ance data, as well as, the lack of sample in the studied dataset. We
believe that is possible to achieve better results using other types
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of models (such as self-supervised learning techniques) which can
mitigate such sort of limitations.
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