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Abstract One of the main challenges of machine learning is to ensure that its
applications do not generate or propagate unfair discrimination based on sen-
sitive characteristics such as gender, race, and ethnicity. Research in this area
typically limits models to a level of discrimination quantified by an equity met-
ric (usually the “benefit” discrepancy between privileged and non-privileged
groups). However, when models reduce bias, they may also reduce their per-
formance (e.g., accuracy, F1 score). Therefore, we have to optimize contra-
dictory metrics (performance and fairness) at the same time. This problem is
well characterized as a multi-objective optimization (MOO) problem. In this
study, we use MOO methods to minimize the difference between groups, max-
imize the benefits for each group, and preserve performance. We search for the
best trade-off models in binary classification problems and aggregate them us-
ing ensemble filtering and voting procedures. The aggregation of models with
different levels of benefits for each group improves robustness regarding per-
formance and fairness. We compared our approach with other known method-
ologies, using logistic regression as a benchmark for comparison. The proposed
methods obtained interesting results: i) multi-objective training found mod-
els that are similar to or better than the adversarial methods and are more
diverse in terms of fairness and accuracy metrics, ii) multi-objective selection
was able to improve the balance between fairness and accuracy compared to
selection with a single metric, and iii) the final predictor found models with
higher fairness without sacrificing much accuracy.
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1 Introduction

Several incidents revealed unfair and discriminatory behavior by artificial in-
telligence models: (1) Amazon’s AI discriminated against women penalizing
resumes that contained the word “women’s,” as in “women’s chess club cap-
tain” [1]. (2) AI-powered COMPAS system discriminated against African-
Americans, predicting a higher risk of criminal re-offending for African-Americans
than Caucasians with the same profile [2–4]. These and many other exam-
ples [5,6] occur because these models simulate the human behavior embedded
in data. The most accurate artificial intelligence model might propagate such
injustices if the data contain unfair or discriminatory decisions.

Fair AI aims to find accurate models that can reduce the biases in the
society portrayed in the data. Different techniques induce fairness in models;
a particular class is in-processing methods that reduce discrimination in AI
models by constraining the bias in the training/learning process and tweaking
model parameters after the learning process. When the goal of achieving fair-
ness is also considered, the resulting model performance metrics often worsen.
Several equity metrics have been shown to directly conflict with accuracy [7–
9], in some cases only under certain conditions [10,11]. Based on this, if we
were to employ these metrics directly, increasing fairness (i.e., reducing dis-
crimination) could reduce maximum model accuracy (and vice versa). These
facts constitute the ideal conditions for employing a posteriori multi-objective
optimization in model training.

Fig. 1: The conflict between learning errors for White and non-White indi-
viduals on the ProPublica dataset. Each point is a different logistic regression
classifier with its respective learning errors. The blue points were generated by
a multi-objective approach, while the red point is the default logistic regression
classifier.
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The conflict between fairness and performance is often due to the trade-off
between performance for each group of individuals. Each point in Figure 1
shows a Pareto-optimal between erring prediction for White and non-White
individuals (errors from logistic regression on ProPublica dataset [12] from
COMPAS system) — it shows that increasing one’s performance decreases
another. Also, the red point in Figure 1 shows a higher error for non-White
people when using a default logistic regression. In this example, we can see
a diversity of preference combinations, ranging from favoring White to favor-
ing non-White individuals and the naivety of a default learner (in red), which
slightly favors White individuals. This approach of sampling diverse options
is one of the advantages of reducing a fairness metric because we might need
a model that favors a class harder to learn (usually the discriminated class;
e.g., non-White individuals) on the training set to be effective in real life. We
wish to produce a single result from several models created by multi-objective
optimization. The simplest way to do this is to select a single model from the
provided ensemble based on the trade-off between objectives. However, previ-
ous studies showed that ensemble aggregation is a better strategy in various
contexts such as unbalanced classification [13], multi-task classification [14],
and multi-class classification [15]. In addition, model subset selection allows a
decision-maker or a machine to select the solution that best reduces inequality
between social groups without causing a drastic performance loss.

Our methodology adjusts models for binary classification, minimizing the
learning error and the discrimination. The base classifier is a logistic regres-
sion modeled as a multi-objective problem to optimize several metrics simul-
taneously. The contribution is a framework consisting of three steps. First,
we indirectly model the discrimination metrics using two different objective
functions: one based on accuracy and the other based on an acceptance metric
(i.e., a function that evaluates the average probability of a group achieving the
desired outcome). Second, multi-objective optimization finds a set of models
with the best trade-off among the objective functions. Third, the decision-
maker selects and aggregates models using ensemble learning, thus creating a
single, application-oriented, robust predictor.

The main contributions of this research are:

– Adaptations to the logistic regression formulation to allow optimization of
both performance and classification rates of different groups of individuals;

– A framework that uses a multi-objective method on flexible adaptations of
logistic regression to find a good representation of the trade-offs between
performance and discrimination metrics, thus creating a set of classifiers;

– An ensemble-based selection and aggregation procedure that allows the
decision-maker to choose multiple classifiers with distinct trade-offs be-
tween accuracy and performance metrics, creating more robust predictions;

– A set of experiments comparing the ability of methods described in the
literature to create diverse models and the quality of the ensemble output
when models are selected using different user preferences.
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2 Related Work

Research on discrimination and injustice generated by artificial intelligence
addresses different perspectives, from quantifying discrimination through met-
rics [16–18] to developing strategies to reduce it. This study proposes two
approaches to reduce bias in machine learning models using multi-objective
optimization.

Fair models usually modify well-known strategies such as logistic regres-
sion. We can divide them into three families [19,20]: (1) Pre-processing
techniques compensate bias contained in the database before the creation of
the artificial intelligence model, for instance, by creating a new representation
of each sample [21], or by creating weights for each sample forcing the model
to discriminate less [22]. (2) In-processing techniques modify the learning al-
gorithms to address discrimination during the training phase, for instance, by
constraining the model to meet a discrimination metric [23] or performing a se-
quence of classifications adding weights to reduce discrimination [24]. (3) Post-
processing techniques change components of the artificial intelligence model
after learning, for instance, by tweaking classification thresholds [25] or using
adversarial learning [26]. Since this study modifies the optimization problem
in training, thus we deepen the in-processing literature.

A subgroup of in-processing approaches re-model optimization problem
that consists of the training phase. In general, they either add a fairness regu-
larizer that penalizes discrimination in the objective function of the model [27–
29] or add a discrimination-aware constraint — for instance, limiting the dif-
ference between learning errors between sensitive and nonsensitive groups [23]
or limiting divergence among groups’ odds of obtaining a resource [30]. How-
ever, constrained or penalized optimizations usually use a parameter to find
a single model with a specific performance vs. fairness trade-off, forcing the
decision-maker to make a priori decisions about the preference between per-
formance and fairness [31], or arbitrarily vary the parameter to search for a
trade-off. More theoretical research shows that optimizing some fairness met-
rics will generate conflict with accuracy (accuracy vs. demographic parity [7,
8], accuracy vs. coefficient of variation [9]). It is noteworthy that equal oppor-
tunity might also conflict with accuracy, but it can be alleviated under ideal
conditions [10], and group fairness and ideal fairness can also be conflicting [9]
due to a poor conceptualization of the problem [11].

This trade-off between fairness and model performance supports using
multi-objective optimization methods capable of simultaneously dealing with
several conflicting objectives [32]. This approach has been used in previous
studies and can find the set of solutions for the optimization problem that
have the best trade-offs between the objectives (the Pareto optimal solutions)
or a single solution that minimizes the objective with the highest value (e.g.,
the minimax approach). Following the Pareto approach, previous work aimed
to simultaneously optimize the model performance (in terms of accuracy or
loss functions) and fairness (in terms of one or more pre-defined metrics) by
optimizing the model’s hyperparameters [33]; by optimizing the model’s pa-
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rameters via a stochastic multi-objective algorithm [34] and a model-agnostic
gradient-based multi-objective algorithm [35]; and by evolving a population of
models [36,37]. Meanwhile, the method proposed in [38] considers the learn-
ing loss for each group that might suffer from discrimination as the objective
function and finds the minimax solution.

One of the approaches presented in this work also uses groups’ losses as its
objective. However, unlike [38], we follow a Pareto approach that finds mul-
tiple solutions. We also propose a multi-objective modeling called acceptance
loss that focuses on another category of fairness beyond error-based losses. By
doing so, we are exploring multi-objective optimization to find models with
different importance for each group (discriminated and non-discriminated).
This way, we create models that favor each group in different intensities, rep-
resenting an advantage over models that constrain fairness metrics [27–29].
Suppose one group has more challenging samples (in training). In that case,
it will never privilege the other group, which might be a fairer model in real
life (simulated by validation and test sets). Our proposal can generate more
diverse models for users (or a metric) to select a model or create an ensemble
by aggregating multiple chosen models.

The use of ensemble learning for training fair models has been explored in
previous studies. Grgic-Hlaca et al. [39] propose using an ensemble method that
randomly selects a classifier from a pool. This approach was later compared
with majority voting ensembles with hard and soft voting [40]. The conclu-
sion was that each ensemble strategy works best depending on the fairness
metric used. Bhargava et al. [41] use an explainability technique (LIME) to
produce a pool of classifiers for a soft majority voting ensemble. Another stud-
ied approach is the combination of bagging and boosting [42]. Focusing only on
boosting, some works [43,44] propose adapting AdaBoost so that the weights
of the mispredicted instances are updated considering the fairness of the en-
semble members. Furthermore, other works suggest adaptations to the training
of Random Forests [45–48]. Lastly, focusing on the fairness-performance trade-
off, Chen et al. [49] train a performance-focused and a fairness-focused model
and then combine the probabilities assigned by each one.

A key characteristic of the ensemble techniques is the requirement for a
pool of diverse models. The Pareto approach for multi-objective optimization
is capable of generating such a pool. Moreover, the models are trained to
have the optimal trade-offs between the objective functions in the training
set. Because of this, diverse studies have proposed the use of Pareto optimal
models as the pool for ensemble techniques [13–15]. Recently, Zhang et al. [37]
proposed to mitigate unfairness using an ensemble of Pareto optimal models.
However, this study evolves populations of models to optimize accuracy and
ten fairness metrics simultaneously. In comparison, here we propose optimizing
the loss function for each group via a deterministic optimization algorithm,
with a much smaller number of objectives (in most cases) than the previously
mentioned study.
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3 Training models that optimize multiple objectives

In this section, we first propose the training of models that simultaneously op-
timize a set of conflicting metrics through multi-objective optimization. Then,
we define what it means for a model to be optimal (or Pareto-optimal) in
this scenario. After that, we present how the training can be carried out. Fur-
thermore, we describe the restrictions on models and functions to make this
possible. In the next section, we propose our objective functions.

Suppose D = {(xi, yi, ai)}Ni=1 is a dataset where xi ∈ X are the input
features for an individual i, yi ∈ Y is the output target, ai ∈ A is a protected
feature (e.g., gender or ethnicity), and N is the number of individuals (sam-
ples). Let fθ ∈ H be a model trained to infer y from x with parameters θ ∈ Θ,
fθ(x) : X → Y. Also, consider g1(θ), g2(θ), . . . , gm(θ) as conflicting functions
of the model fθ evaluated on D (for instance, loss functions), which are called
objective functions. Because we have multiple conflicting objectives (for ex-
ample the classification loss of different learning tasks [14]), the learning of fθ
can be conceived as a multi-objective optimization problem (MOOP) [50]:

minimize
θ

G(θ) = [g1(θ), . . . , gm(θ)]

subject to θ ∈ Θ
G : Θ → Ψ, Ψ ⊂ Rm

(1)

In multi-objective optimization, optimality is defined by the concept of
dominance. For two possible parameters θi and θj , it is said that θi dominates
θj , noted as G(θi) ≺ G(θj), if gk(θi) ≤ gk(θj),∀k ∈ 1, . . . ,m and ∃ l : gl(θi) <
gl(θj). This means that we prefer θi over θj for any chosen trade-off of the
functions g. So, we can define an optimal or Pareto-optimal model as:

Definition 31 (Pareto-optimal model) A model fθ∗ ∈ H is Pareto-optimal
if it is not dominated by any other model fθ ∈ H, i.e., @fθ ∈ H|G(θ) ≺ G(θ∗).

The set of all Pareto-optimal models is called Pareto frontier, which
we wish to find. With the Pareto frontier, the decision-maker can choose the
trade-off of the objective functions g1(θ), . . . , gm(θ) knowing exactly how much
favoring a function gi(θ) impacts the other objective functions.

It is possible to transform the MOOP into a single objective optimization
problem by multiplying g1(θ), . . . , gm(θ) by a weight vector w ∈ Rm. This is
called the weighted sum method [51], and the weighted optimization problem
is defined as:

minimize
θ

wTG(θ)

subject to θ ∈ Θ
G : Θ → Ψ, Ψ ⊂ Rm

(2)

where wi ≥ 0,∀i ∈ {1, 2, . . . ,m} and wT1 = 1.
If the functions g1(θ), . . . , gm(θ) are convex, then every solution to Equa-

tion 2 is a Pareto-optimal model. If the hypothesis space H is convex, then
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for every Pareto-optimal model fθ there is a weight vector w such that θ is
the solution for the weighted sum method of w [50]. So, if both the functions
and the hypothesis space are convex, it is possible to find a good representa-
tion of the Pareto-frontier of Equation 1 by solving the weighted sum method
for a well-sampled set of weights. This strategy is precisely what the NISE
(Noninferior Set Estimation) method [52] does.

However, NISE fails when dealing with problems with three or more ob-
jectives [53]. For this reason, we will employ the MONISE (Many-Objective
Noninferior Set Estimation) method [53], which extends NISE to more than
two objective functions, and it has a good performance for convex problems
with high-dimensionality [53], thus justifying its use. From a set of Pareto-
optimal models, MONISE can find a new weight vector w that corresponds,
when solving Equation 2, to a new Pareto-optimal model. Through an iter-
ative procedure, we can employ MONISE to find the R most representative
models from the Pareto frontier.

Therefore, given the dataset D, the hypothesis space H, the objective func-
tions g1(θ), . . . , gm(θ), and a way to optimize the weighted problem (defined in
Equation 2), we are able to find a well-representative subset of the Pareto fron-
tier of (defined in Equation 1). We approach the problem of training fairness-
aware models through the multi-objective optimization of protected-group-
based functions of the model parameters. After generating this set of models,
we can employ ensemble filtering and aggregation to combine them and per-
form the prediction.

4 Fairness as objective functions

In this study, we focus mainly on Group Fairness, where the dataset D is
stratified into |A| groups or sub-populations based on the possible values for
the protected feature. Let Da be the group of individuals with protected (or
sensitive) feature equal to a ∈ A, i.e., Da = {(xi, yi)|ai = a}. Under Group
Fairness, the model fθ is considered fair if a chosen function δ(fθ) achieves
similar values for each Da for every a ∈ A. Different functions δ define different
fairness metrics.

Regardless of which fairness metric is considered, there is a conflict be-
tween the fairness and prediction performance of a model. For that reason, we
modify the model training to consider both. Usually, that is done either by
optimizing accuracy while constraining fairness or optimizing fairness while
constraining accuracy. However, that forces the decision-maker to choose over
the fairness/accuracy trade-off without knowing how much favoring one dis-
favors the other. Although training models with several different constraint
values can provide information to the decision-maker, there is no guarantee
that the trained models are Pareto-optimal for fairness/accuracy, especially
when using more than two metrics to evaluate the model.

Therefore, we propose two multi-objective optimization formulations that
find a set of Pareto-optimal models representing the best trade-off solutions
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that favor each group (privileged and unprivileged) differently. One formu-
lation models the classification loss for each group (Section 4.1), and the
other models the access to a beneficial output (the desired outcome) loss
(Section 4.2). The advantage of treating each group’s classification/beneficial
output loss as an objective relies on finding different models; each one fo-
cuses on privileged and unprivileged groups instead of minimizing fairness.
This last minimization might always favor the same group, while the Pareto-
representation will find a good representation of trade-offs for both groups.
Those functions are defined for binary classification problems (yi ∈ {0, 1} for
i ∈ (1, . . . , N)), and the models are logistic regressions.

4.1 Objectives for Equal Risk Fairness

Some of the definitions of a fair model are based on predictive risk, that is, fθ
is seen as fair if the expected loss EX,Y |A=a[l(Y, fθ(X))] satisfies some restric-
tion for the |A| sub-populations. Such a restriction can be imposed over the
expected loss of each sub-population to be exactly equal, or their difference
is lower than the desired value, in what is called Equal Risk Fairness. An-
other approach is to find the model fθ that has the minimum possible risk for
the group with maximum risk [38]. In our first approach, we propose multi-
objective modeling of Equal Risk Fairness, where the expected loss of each
group is an objective function.

Let la(θ) be the loss of the model fθ for the group Da. For simplicity,
consider that A = {1, 2, . . . , |A|}. We propose to use the la(θ) as objective
functions for the multi-objective optimization problem (defined in Equation 1).
That way, the weighted problem becomes:

minimize
θ

|A|∑
j=1

wj · lj(θ)

subject to θ ∈ Θ

(3)

Theorem 1 If exists a model θ that equals the losses among sensible groups
l1(θ) = . . . = l|A|(θ), then there is a weight vector w that finds θ∗ using
Equation 3 is such a way that l(θ) = {l1(θ), . . . , l|A|(θ)} is weakly dominated 1

by l(θ∗).

Proof Given that θ is feasible, then, exists a Pareto-optimal solution θ∗ that
li(θ∗) ≤ li(θ),∀i ∈ {1, . . . , |A|}. And, given that l1(•), . . . , l|A|(•) are convex
functions by the Theorem 3.1.4 in [50], then, exists w that finds θ∗.

This theorem shows that it is possible to find models that dominate a model
with equal/similar losses. The advantage of finding such a model is that we
allow the optimization to find a model with better accuracy since we allow
both groups to be better, thus dominating the equal/similar solution.

1For two possible parameters θi and θj , it is said that θi weakly dominates θj , noted
as G(θi) � G(θj), if gk(θi) ≤ gk(θj),∀k ∈ 1, . . . ,m.
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4.1.1 Logistic Regression

Logistic regression models define the probability of an individual xi having
target yi = 1 as the sigmoid function:

p(yi = 1|xi, θ) =
1

1 + e−θTxi

where the parameter θ is the maximum likelihood estimator over the training
set. The loss function of the logistic regression is l(θ) = −

∑N
i=1 log p(yi|xi, θ).

Training a logistic regression that optimizes Equation 3 means finding θ
that minimizes:

|A|∑
j=1

wj · lj(θ) = −
|A|∑
j=1

wj

 ∑
(xi,yi)∈Dj

log p(yi|xi, θ)


= −

N∑
i=1

wai log p(yi|xi, θ)

(4)

Thus, given the weights wj for j = 1, . . . , |A|, we can train a logistic re-
gression model that optimizes the weighted problem on Equation 3 by training
a standard logistic regression in which the samples are weighted according to
their protected attribute. The weights that best find a representation of the
Pareto-frontier are calculated through the iterative process with the MONISE
method, as explained in Section 3.

4.2 Objectives for Demographic Parity Fairness

One limitation of our previous approach is that it does not consider the rate of
the classifications achieved by each group, which is the basis of some Fairness
definitions, such as Demographic Parity. This can limit the approach’s abil-
ity to find suitable solutions under such a Fairness definition. For instance, if
we consider a case where the sensitive attribute is highly correlated with the
class label, then our approach based on Equal Risk Fairness may not explore
models which imply similar classifications for each group. Even in more mod-
erate scenarios, such an approach will not necessarily generate a set of diverse
models considering the proportion of class labels for each class since this is
not one of its objectives. Therefore, we propose a second approach, based on
the Demographic Parity definition of Fairness, where the objectives explicitly
consider the proportion of class labels for each group.

More formally, consider that yi = 1 indicates a beneficial output and that
the protected attribute is binary, with ai = 1 indicating that the individual i is
part of the protected group and ai = 0 that it is not. Under the Demographic
Parity definition, a model fθ is considered fair if the probability of a random
individual with features X to receive a beneficial classification (fθ(X) = 1)
is the same whether the individual is part of the protected group (A = 1) or
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not (A = 0), so P (fθ(X) = 1|A = 0) = P (fθ(X) = 1|A = 1). As it is often
not possible to train a perfectly fair model, the demographic parity metric
is defined as the proportion of the probabilities of receiving a positive rating
given whether or not they belong to the protected group:

DP = min

(
P (fθ(X) = 1|A = 1)

P (fθ(X) = 1|A = 0)
,
P (fθ(X) = 1|A = 0)

P (fθ(X) = 1|A = 1)

)
(5)

The Demographic Parity is not convex, therefore it can not be used as an
objective function for our Multi-Objective formulation. To train fair models
under Demographic Parity, we define an acceptance loss function αa, which
is equal to the loss of the model fθ for the group Da if all individuals had
target equal to 1 (i.e., we calculate the loss of achieving the beneficial output,
αa = Ep(X|A=a)[`(fθ(X), 1)])). For the logistic regression, the acceptance loss
function is given by αa = −

∑
(xi)∈Da log p(y = 1|xi, θ). Since not all indi-

viduals have target yi = 1, αa is conflicting with prediction performance, so
we also use the overall loss as an objective function, resulting in the following
weighted problem:

minimize
θ

|A|∑
j=1

wj · αj(θ) + w|A|+1 · l(θ)

subject to θ ∈ Θ

(6)

Theorem 2 For any model θ that equalize the acceptance among sensible
groups a1(θ) = . . . = a|A|(θ), exists a weight vector w that finds θ∗ using
Equation 6 is such a way that v(θ) = {a1(θ), . . . , a|A|(θ), l(θ)} is weakly dom-
inated 1 by v(θ∗).

Proof Given that θ is feasible, exists a Pareto-optimal solution θ∗ that vi(θ
∗) ≤

vi(θ),∀i ∈ {1, . . . , |A|+ 1}. And given that v1(•), . . . , v|A|(•) are convex func-
tions, by the Theorem 3.1.4 in [50] exists w that finds θ∗.

5 Proposed Framework and Model Aggregation

The proposed framework explores multiple Pareto-optimal models to allow ro-
bust classifiers for both accuracy and fairness metrics. Figure 2 depicts this
framework in two phases: Model Generation (where a set of models are cre-
ated); and Model Aggregation (where the models are combined to create a
single predictor). In Section 4), we explained that Weighted Problem in Model
Generation consists of modeling the classification problem to evidence the con-
flict of fairness goals among the groups that might suffer discrimination. Also,
in Section 3, we describe how the Pareto-optimal Models are generated using
MONISE. In this section, we will discuss Model Aggregation strategies to deal
with the multiple models generated by Multi-Objective optimization to find a
Final Model that will be able to predict values and be evaluated.
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Model Generation

Model Aggregation

Weighted Problem∑|A|
a=1 wa

[
−

∑N
i=1 log p(yi|xi, θ)

]

Pareto-optimal Models Select
M1 M2 M3 M4

M1 M2 M3 M4

Final Model

Training Data

Validation Data Test Data
MONISE

Evaluate Aggregate

Fig. 2: Visual description of the proposed methodology

5.1 Model Aggregation

Ensemble methodologies combine multiple individual models generated for the
same task into a more robust model than every one of them [54]. As shown
in [14] and explored in our experiments, the Pareto-optimal models compose a
well-diverse set. Each model specializes in a trade-off between different tasks or
groups, which favors the implementation of ensemble methodologies. From a
subset of Pareto-optimal models, selected according to some filter, we propose
to combine them with a hard majority voting method: for each sample xi,
each model j will predict its classification f(x, θj) (the vote), and the outcome
consists of the class with more votes.

Remember that we find R Pareto-optimal models. We propose filtering the
following two steps (evaluated over a validation dataset):

1. Select models above minimum performance: in this step, we select
the best R1 ≤ R models w.r.t. their validation accuracy — this step is
necessary to ensure the consistency of the results obtained. If we did not
impose such a restriction, it could result in models that are fair for the
training and validation data but with too low accuracy to be a useful
predictor.

2. Select according to a Multi-Objective Sorting using metrics as di-
mensions: in this step, we select the best R2 ≤ R1 models w.r.t. multiple
metrics in the validation set. To choose models using various metrics simul-
taneously, we resort to Non-Dominated Sorting and Hyper-volume Metric,
which we will explain later. We employ this sorting approach because we as-
sume that our decision-maker can not select a single performance/fairness
metric, and this approach will ensure that the selected models are the most
representative of the trade-off.
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M1

M2

F1

F2

F3

F4

(a) Non-dominated sorting

M1

M2

s1

s2
s3

s4
s5 F3

p

(b) Hyper-volume calculation to front F3

Fig. 3: Strategies to select models using multiple metrics M1 and M2.

Non-Dominated Sorting is a procedure that sorts solutions to a multi-objective
optimization problem. Figure 3a shows the division of solutions into sub-sets
called fronts: F1,F2,F3,F4. The first front, F1, is the set of non-dominated
solutions. The second front, F2, is the subset of solutions that become non-
dominated when we remove the first front from the set. The remainder fronts,
F3 and F4, are found the same way until we allocate all the solutions to a
front. Following the example in Figure 3, suppose that we want to select 15
solutions. Thus we can choose the fronts F1 and F2, but adding the whole front
F3 would result in 16 solutions. To selectively remove the additional solution,
we will resort to a hyper-volume metric.

Hyper-volume Metric, also known as size of dominated space, is a procedure
that calculates an index of how good the representation of a Pareto-frontier is.
Figure 3b depicts in gray the hyper-volume for the solutions in F3. Knowing
a reference point p, the hyper-volume is the union of the hyper-cubes (in the
example, rectangles) formed by p and each solution in F3. Another important
trait is that we can calculate each solution’s contribution to the hyper-volume.
Figure 3b shows a hatchet area that corresponds to the contribution of the
solution s3. This contribution is the “lost” hyper-cube (in the example, rect-
angle) if we remove the solution s3. Note that s3 has the lowest contribution to
the hyper-volume. Thus we can remove this solution and find the 15 solutions
we need.

The procedure of selecting the fronts using Non-Dominated Sorting until
we find more solutions than we need, then removing the solutions with the
lowest Hyper-volume Metric is by SMS-EMOA [55]. We refer the reader to
that document for further details.

Given the set of models that satisfied the minimum performance restric-
tion, we evaluate them in three different fairness metrics: Demographic Par-
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ity [56]; Equality of Opportunity [25]; Coefficient of Variation [57]. The Non-
Dominated Sorting is performed over those metrics, with or without accuracy
as another metric. Therefore, the trade-off between fairness and performance
is controlled by the following parameters: R1, which is the number of models
filtered by accuracy, so lower values of R1 place higher importance on perfor-
mance; R2, which is the number of models selected through the non-dominated
sorting of the fairness metrics, thus lower values of R2 gives more emphasis to
fairness. Next, we evaluate the proposed framework in a series of experiments
regarding the diversity of the Pareto-optimal models, different forms of select-
ing the models for the aggregation, and compare the final result with other
well-used methodologies.

6 Experiments

This section evaluates the performance of the methodologies proposed per-
formance in four experiments. The first experiment evaluates the behavior of
the Pareto-optimal models in their respective objective functions, comparing
them with other approaches. The second aims to validate the advantage of the
diversity of models generated by our approach. The third explores ensemble
learning to aggregate the models generated in the first experiment in a more
robust model. Finally, the last experiment compares the aggregated proposed
models to other competing approaches.

6.1 Experiments setup

This section presents the datasets used in our experiments and the method-
ologies used to obtain the results of the experiments.

6.1.1 Datasets

We use three real datasets differing in applications for the experiments: ad-
dressing credit, income, and crime. It is well-known that these contexts already
express discriminatory bias that might be perpetuated in machine learning
models. These datasets are frequently used in Fairness, they are not class-
balanced, and Bellamy et al. did the pre-processing in [58].

ProPublica [12]: This dataset was collected using the COMPAS (Correc-
tional Offender Management Profiling for Alternative Sanctions) risk tool. It
includes data from 6,167 arrested individuals and 10 features, including the
incident level, gender (not used as a sensitive attribute), and race (used as
a sensitive attribute). The goal is to predict whether the individual will be
arrested again in two years.

Adult [59]: Also known as Census Income, it contains information about
48,842 individuals from the 1994 United States Census. The 14 attributes
include gender (not used as a sensitive attribute) and race (used as a sensitive
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Test split

Test

Val I & Val II holdout splits

Train Val I Val II Test

Pareto-frontier and Diversity Experiments’ splits

Train Val I

Aggregation Experiment splits

Train Val I Val II

Comparative Experiment splits (5-folds validation)

Val Train Train Train Train Test

Train Val Train Train Train Test

Train Train Val Train Train Test

Train Train Train Val Train Test

Train Train Train Train Val Test

Fig. 4: Representation of the data split for the experiments.

attribute). The goal is to predict whether a particular individual receives more
or less than $50,000 a year.

German [59]: The German Credit Data dataset contains 1,000 credit re-
quests and 11 features, including credit amount, payment duration, request
purpose, and personal information (including gender, which we use as a sen-
sitive attribute). The goal is to predict whether the request was accepted or
denied.

6.1.2 Data Splitting

To perform the experiments in Sections 6.3, 6.4, and 6.5, we adopted the data
split depicted in Figure 4. First, we separate 30% of the data to be the Test
Set that will be used only in the Comparative Experiment (Section 6.5). Then,
for the Pareto-frontier, Diversity & Aggregation experiments, we split the re-
maining 70% of the data into Train (49% of the data), 10.5% into Validation
I, and 10.5% into Validation II. For the Comparative experiment, we create
a 5-fold cross-validation. The Pareto-frontier & Diversity experiments use the
Train set to fit the parameters for the baseline and Pareto-optimal models and
use the Validation I set to evaluate their properties. The Aggregation Experi-
ment uses the Train set to fit a set of Pareto-optimal models, the Validation I
set to select the models, and the Validation II to observe the performance of
the aggregated predictors. The report of performances in Validation II is used
to make decisions to conduct the Comparative Experiment; this is the reason
not to use the Test set here. Thus, we only evaluate all models on the Test set
in the Comparative experiment.

In this last experiment, we train the models in four Training folds, select
the most appropriate model in the remaining Validation fold and evaluate the
model in the Test Set. This procedure is done in the five visions generated
in the 5-fold process, but the Test set is always the same (split before the
5-fold strategy). The final performance is the average for each of the five runs.
Please note that although we used two validation sets for our experiments, our
framework only requires one validation set.
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6.1.3 Compared approaches

We compare our proposals with five similar strategies. Other methods also
address binary classifications using Logistic Regression as a base classifier.

Logistic Regression (LogReg): It is our default baseline, it uses the sigmoid

function p(x, θ) = eθ
>φ(x)

1+eθ>φ(x)
∈ [0, 1] as a model, with p being the probability

of the individual x being classified as 1. The training process consists of find-
ing the best value for θ to minimize the classification error for the data in
training. This approach lacks a fairness strategy, focusing only on maximizing
performance.

Reweighting [60] (Reweight): It modifies the logistic regression to consider
different weights for individuals. It separates individuals into groups accord-
ing to the sensitive attribute and the outcome label — e.g., if it is a binary
classification and the sensitive feature is also binary, then we have four strata.
For each stratum, the weight corresponds to a ratio between the expected
probability of the strata (in a world without prejudice) and the actual proba-
bility presented in the data set. Thus, this strategy weights the optimization
to find a θ parameter of the sigmoid function that compensates each stratum
following the prejudice error.

Demographic Parity Classifier [56] (DemPar): It rewrites the logistic
regression optimization problem to ensure the discrimination of the model
does not exceed a specific value. As the name implies, it uses Demographic
Parity as a fairness metric. However, due to the metric not being convex and
other characteristics, the classifier does not use it as a constraint but adapts
it in a condition that indirectly limits discrimination.

Equality of Opportunity Classifier [23] (EqOp): It is similar to the
Demographic Parity Classifier, but its restriction is based on the Equality of
Opportunity metric.

Minimax Pareto Fairness [38] (Minimax): It models the training as a
multi-objective optimization problem in which the objective functions are the
model error for the groups according to the sensitive attribute. Finding a single
model seeks to minimize the greatest among the mistakes of the groups.

Adafair [43] (AdaFair): It is a boosting method based on AdaBoost where
at each boosting round, the weights of the instances are updated considering
the Fairness of the current ensemble members. The Fairness measure used is
the Equalized Odds [25].

MAMOFair [35] (MAMOFair): It is a model-agnostic multi-objective ap-
proach based on a gradient that uses the binary cross-entropy as the perfor-
mance objective and a hyperbolic tangent relaxation of a Fairness notion as a
second objective. The Fairness notion must require a form of statistical parity
across groups. In their experiments, the fairness metrics used are “Difference
of Demographic Parity” and “Difference of Equality of Opportunity,” based
on the same fairness notions used in this study.
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The proposed approaches consist of selecting one of two proposed multi-
objective models (described in Sections 4.1 and 4.2) and using MONISE to
generate a set of Pareto-optimal models that will be selected and aggregated
into an ensemble. MOOError and MOOAcep are the respective labels for meth-
ods using Error per group (described in Section 4.1) and Acceptance by group
(described in Section 4.2) formulations.

6.1.4 Evaluation metrics

This study uses the well-known accuracy and a set of well-known discrimina-
tion metrics: Equal Opportunity [25], Demographic Parity [56], and Coefficient
of Variation [9]. We give a quick explanation and justification of those metrics
below:

– Accuracy (labeled as Acc): it measures the ratio of correctly classified
samples.

– Equal Opportunity (labeled as EO): it measures (from 0 to 1) how
close are the predictions from achieving the same probability of correctly
classifying a beneficial outcome P (fθ(X) = 1|Y = 1) for both groups A = 0
and A = 1 (if P (fθ(X) = 1|A = 0, Y = 1) = P (fθ(X) = 1|A = 1, Y = 1),
then EO = 1).

– Demographic Parity (labeled as DP): it measures (from 0 to 1) how
close are the predictions from achieving the same probability of correctly
classifying a beneficial outcome P (fθ(X) = 1) for both groups A = 0 and
A = 1 (if P (fθ(X) = 1|A = 0) = P (fθ(X) = 1|A = 1), then DP = 1).

– Coefficient of Variation (labeled as CV): measures how much the benefi-
cial outcome for each individual deviates from the mean beneficial outcome
achieved by all individuals.

We select those metrics to evaluate different aspects of a fair model. Ac-
curacy measures the overall capacity to make correct classifications. Equal
opportunity and demographic parity measure how far the classifier can make
a similar classification for any group on two aspects: correctly classifying the
beneficial outcome and achieving the beneficial outcome. Finally, the coeffi-
cient of variation measures how much the classifier deviates from delivering
the beneficial outcome for all individuals.

6.2 Pareto-frontier experiment

In our first experiment, we evaluate how the models generated by our ap-
proach behave under the proposed sets of objective functions (loss by group
and acceptance by group), compared with competing approaches that aim for
the same Fairness definition. The goal is to verify if the generated models are
non-dominated and more diverse than the compared approaches. We also want
to analyze how the Pareto-frontier behaves in different subsets of data.
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Fig. 5: Models generated by the error-based multi-objective approach (MOO-
Err) compared with models generated by other approaches based on loss: stan-
dard Logistic Regression (LogReg), Minimax Pareto Fairness (Minimax), and
a Logistic Regression with weights on groups to balance the amount of data
per group (Equal weights). The axes are the log loss for each group based on
the protected feature, and the color indicates the approach. The column of
plots indicates the dataset (ProPublica, Adult, and German), and the rows
indicate if the metrics were evaluated on training (top row) or validation I
data (bottom row).

For the approach that optimizes loss by group, we generated 20 models,
evaluated them in the Training and Validation I datasets, and compared them
with the standard Logistic Regression (LogReg) — with weights on groups
to balance the amount of data per group (Equal weights) — and Minimax.
Columns show the results for each dataset in Figure 5. Each point in the fig-
ure represents a different model, with the color indicating its approach. The
compared models were in or near the Pareto frontier for all datasets. Notably,
the Minimax model did not achieve the minimax point in the Training set. For
instance, in the ProPublica dataset (first column of Figure 5), there are Pareto
models with a lower loss for White individuals in the Training set, which is
the group with the maximum loss. This outcome is likely due to Minimax’s
use of a validation dataset during training, working with a conflict between
training and validation minimax. Moreover, in the ProPublica dataset exam-
ple, the non-White category is the group with maximum loss in the Validation
I dataset. Therefore the minimax model can not decrease the loss for White
individuals because it would increase the loss for non-White individuals.

Regarding the results obtained for the Adult and German datasets in Train-
ing and Validation I, note that some models not dominated in training become
dominated in validation. We got the same results for both the proposed and
compared approaches. This effect indicates that the Pareto frontier has differ-
ent generalizations in learning in each group for each dataset. For instance,



18 Vitória Guardieiro et al.

ProPublica seems to have equal loss performance in each group. Adult general-
izes poorly when learning is focused on a specific group (generating dominated
solutions). Finally, the German dataset has a slight generalization problem for
more balanced learning (between groups) but not enough to create useless
(dominated) models. We believe this is an exciting point, requiring a theoret-
ical and deep analysis in independent research. Nonetheless, the diversity of
the approach proposed guarantees to find a set of solutions that remains non-
dominated (and dominates some of the compared techniques). It motivates the
implementation of a Non-Dominated Sorting filter for the model aggregation
(explored in Section 6.4) to ensure that the selected models are the best in
training and validation.

For the acceptance-based approach, we generated 150 models. We com-
pared them with other 150 models generated by the regularization and con-
straint parameters of the Demographic Parity Classifier (DemPar) — both ap-
proaches that aim to ensure Demographic Parity [56]. Figure 6 shows the
results, in which the models generated by MOOAcep are represented with cir-
cles and the ones generated by DemPar by triangles. The horizontal axis of
each plot indicates the acceptance loss achieved by one group and the vertical
axis by the other. The color of each point indicates its loss considering all
individuals. Also, the dashed line represents the region where the acceptance
is the same for both groups, so the distance of a model to the line indicates
its Demographic Parity; the more distant, the more unfair the model.

Analyzing and comparing the models, we have observed that the DemPar
models are significantly less diverse both in acceptance by the group and in
classification loss. However, both approaches have the same quantity of mod-
els; the MOOAcep models are significantly more dispersed than the first ones.
With the MOOAcep models, the trade-off among minimum acceptance loss,
and classification loss, as well as among the groups’ acceptance; the closer to
the axis, the brighter the model’s point is, which indicates a more significant
loss. The MOOAcep models achieve significantly lower acceptance losses than
the DemPar models, which means that, given the same loss, the first ones
predict more beneficial outputs than the second ones. Also, MOOAcep mod-
els with both high and low classification losses, which motivates the filtering
by accuracy before aggregating the models, will be explored in the following
experiments.

Worth mentioning that even when the multi-objective method gives pref-
erence to discriminated groups, the optimization does not find any model
with more acceptance for discriminated (non-White and woman) than non
discriminated (White and man) groups. It shows that, when such preference
is given, the acceptance becomes equal, which may increase the loss. This rel-
evant qualitative result shows how much the dataset is biased towards the
non-discriminated group.

This experiment suggests that the multi-objective approaches can generate
set Pareto-optimal models that are highly diverse for the proposed objective
functions. However, this diversity might come with a subset of models with
higher loss than the compared approaches, as shown in Figure 6. The experi-
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Fig. 6: Models generated by the acceptance-based multi-objective approach
(circles) compared with models generated by the Demographic Parity Classifier
(triangles). The axes are the acceptance loss for each group based on the
protected feature, and the color indicates the model loss for all individuals.
The column of plots indicates the dataset (ProPublica, Adult, and German),
and the rows indicate if the metrics were evaluated on training (top row)
or validation I data (bottom row). The line represents the region where the
acceptance loss is the same for both groups.

ment also shows the importance of making reasonable filtering procedures to
discard such models. In the following experiments, we will evaluate if the mod-
els are diverse for performance and Fairness metrics beyond the proposed loss
and acceptance metrics. We will also study how to select the Pareto-optimal
models to achieve a better model through aggregation.

6.3 Diversity experiment

In this experiment, we explored the ability of the proposed and baseline meth-
ods to find models with different metric profiles for the same data set. Such
capability is essential for two main reasons. First, it allows the user to choose
between the performance and fairness metrics better suited for their applica-
tion. And second, it enables ensemble learning techniques to generate, from
the diverse set of models, a single model that is more robust than the previ-
ous ones. For the proposed methodologies and MAMOFair, we analyzed the
diversity of models generated by the multi-objective optimization. As for the
baseline methodologies, we created sets of models by varying their hyperpa-
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rameters: for Logistic Regression, Reweighting, and Minimax, we varied the
penalization hyperparameter C; and for Demographic Parity and Equality of
Opportunity Classifiers, we varied both the penalization hyperparameter C
and the Fairness constraint hyperparameter. Lastly, for AdaFair, we analyzed
the weak classifiers.

(a) Multi-objective - Accep-
tance

(b) Multi-objective - Error (c) Minimax

(d) Demographic Parity Clas-
sifier

(e) Equality of Opportunity
Classifier

(f) Reweighting

(g) Logistic Regression (h) AdaFair (i) MAMOFair

Fig. 7: Models found by each strategy for the ProPublica dataset. Each plot
represents a strategy, and each line represents one of the 150 models gener-
ated by that strategy. The points where the lines meet the axes indicate the
value found for each of the metrics Accuracy (Acc), Equal Opportunity (EO),
Demographic Parity (DP), and Coefficient of Variation (CV).

Figures 7, 8, and 9 show the models obtained using the ProPublica, Ger-
man and Adult datasets. Each plot contains the 150 models generated by a
single strategy (either proposed or compared). Each line represents a model,
and the axes (Acc, EO, DP, CV) indicate the values obtained for the metrics
Accuracy, Equal Opportunity, Demographic Parity, and Coefficient of Varia-
tion. The axis of the Coefficient of the Variation metric was inverted because,
unlike the other metrics, we seek to minimize it. We evaluate each metric on
validation data.
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By analyzing the results obtained for the ProPublica dataset in Figure 7,
we noted that multi-objective strategies ((a) and (b)) visually present a sig-
nificantly larger number of lines w.r.t. other strategies, despite all having 150
models. The reason resides in the baselines generating models with practically
equal values for all metrics, thus overlapping the lines. This difference indicates
a greater diversity of models created by multi-objective strategies, allowing
more flexible and robust results when applying ensemble learning strategies.
Although the compared strategies could only detect models with higher accu-
racy and lower fairness or models with lower accuracy and higher fairness, the
proposed strategies generated intermediate models, giving the decision-maker
more options to choose from when using filtering/selection strategies.

(a) Multi-objective - Accep-
tance

(b) Multi-objective - Error (c) Others

Fig. 8: Models found by each strategy for the Adult dataset. The first two
plots present the results obtained by the proposed strategies, while the third
presents the results for the compared strategies. Each line represents one of
the 150 models generated by this strategy, and the points where they meet
the axes indicate the value found for each of the metrics of Accuracy (Acc),
Equal Opportunity (EO), Demographic Parity (DP) and Coefficient of Varia-
tion (CV).

For the Adult dataset (see Figure 8), the models generated by the multi-
objective error-based strategy showed similar values or low values for accuracy
and fairness compared to the other techniques (shown aggregated in (c)), hav-
ing not considerably gained in diversity. However, the multi-objective method
based on acceptance generated was more diverse, including models with better
demographic parity and coefficient of variation than one model generated by
other strategies.

Finally, for the German dataset (see Figure 9), the multi-objective strate-
gies obtained a slightly greater variety of models than the other strategies, and
the best models are better or at least comparable with the baselines.

These results indicate that our proposal is more diverse and more capa-
ble of finding models with higher Accuracy (Figure 7), Demographic Parity
(Figures 7 and 8), and lower Coefficient of Variation (Figure 8) than other
formulations. These qualities are essential for building good ensembles. Also,
for the contenders, in Adult and ProPublica datasets, at least one of those
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(a) Multi-objective - Accep-
tance

(b) Multi-objective - Error (c) Others

Fig. 9: Models found by each strategy for the German dataset. The first two
plots present the results obtained by the proposed strategies, while the third
presents the results for the compared strategies. Each line represents one of
the 150 models generated by this strategy, and the points where they meet the
axes indicate the value found for each of the metrics of Accuracy (Acc), Equal
Opportunity (EO), Demographic Parity (DP), and Coefficient of Variation
(CV).

diversity-focused methods is diverse. Thus this problem is directly related to
the lack of awareness of this feature by other methods.

6.4 Aggregation Experiment

In this experiment, we test different ways of selecting the models from the
previous experiment to be aggregated using the process described in Section
5. First, we try filtering the models based on accuracy and then selecting the 10
best ones in a particular fairness metric evaluated in the Validation I set. After
filtering, the models are aggregated through ensemble, the resulting model is
evaluated in Validation II set. The results obtained for the ProPublica dataset
are shown in Figure 10, with the first row containing the models generated
through the error-based approach and the second row the acceptance-based
approach. The horizontal axis indicates which procedure was used to filter the
models: All models was generated without any filtering; 50Acc+DP selected
the 50 best models in Accuracy and then the 10 best in Demographic Parity;
20Acc+DP selected the 20 best in Accuracy and 10 best in Demographic
Parity; the other filters are named in the same pattern for different metrics:
Equal Opportunity (EO) and Coefficient of Variation (CV).

The error-based aggregated models did not change much with the different
filters. On the other hand, the acceptance-based approach presented very dif-
ferently aggregated models, with Accuracy increasing and Fairness decreasing
when selecting fewer and better models on Accuracy. They also varied with
the Fairness metric used as the second filter; the models aggregated using
CV were better in CV, and (50Acc+CV ) were better also in DP than the
other aggregated models. The models aggregated using DP had better or sim-
ilar Fairness than the ones aggregated using EO. The most restricted filters
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Fig. 10: Aggregation experiment selecting the models through single Fairness
metrics for ProPublica dataset. The first row shows the models obtained with
the error-based approach, and the second one obtained with the acceptance-
based approach. Each column of plots shows the values obtained for a metric
by the aggregated models using different selecting options.

showed the best values for Accuracy, but the acceptance-based models showed
a significant increase in Fairness compared to the error-based ones.

Next, we experiment with sorting the models filtered by Accuracy through
Non-Dominated Sorting using multiple metrics as objectives to select the 10
best models. We compare performing the sort with and without Accuracy as
objective; the filters that are sorted with Accuracy are named NDS(wAcc)
and the ones without NDS. Figure 11 presents the results for the ProPublica
dataset.

Fig. 11: Aggregation experiment selecting the models through Non-Dominated
Sorting for the ProPublica dataset. The first row shows the models ob-
tained with the error-based approach, and the second one obtained with the
acceptance-based approach. Each column of plots shows the values obtained
for a metric by the aggregated models using different selecting options.
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The error-based models filtered by Non-Dominated sorting varied signifi-
cantly more than when filtered by single metrics, especially when filtered only
by sorting. When Accuracy is not considered for the selection (filter NDS ), the
resulting model improves on the Fairness metrics but decreases in Accuracy
compared to the other filters’ resulting models. Also, when Accuracy is consid-
ered during sorting, but without a previous filter over it (filter NDS(wAcc)),
the resulting model improves on Fairness without decreasing so much in Ac-
curacy.

For the acceptance-based models, sorting with Accuracy resulted in models
with higher Accuracy and similar Fairness compared to the ones sorted without
it. The filter 50Acc+NDS(wAcc) resulted in a small decrease in Accuracy when
compared to the most restrict models (20Acc+NDS(wAcc) and 20Acc+NDS )
and a significantly improve in Fairness, being the most balanced filter for the
acceptance-based models. By comparing the filters based on single metrics and
the ones with Non-Dominated Sorting with the acceptance-based models, we
observed that the NDS filters with Accuracy can increase Fairness as much
as the first type of filter, but with a smaller decrease in Accuracy; the NDS
filters without Accuracy showed similar behavior to the first type of filters.

In this experiment, we could see that depending on the number of models
selected using accuracy followed by a selection using one or multiple fair-
ness metrics (with or without accuracy), we can find different metric patterns
sacrificing more or less accuracy to achieve more or less fairness. The decision-
maker can carefully use it to search for the desired profile of accuracy and
fairness metrics. More importantly, it is possible to improve both Fairness and
Accuracy through the selection of models to be aggregated when compared
to aggregating all models; improving Fairness through the model selection en-
hances all chosen Fairness metrics simultaneously; filtering the models through
Non-Dominated Sorting results in more balanced models than filtering based
on individual metrics. In the next experiment, we evaluate how the aggregated
models perform compared to other approaches.

6.5 Comparative Experiment

In this experiment, we compare the aggregated models with other approaches.
Given the results of the previous experiment, we compared the error-based
models filtered by Non-Dominated Sorting without Accuracy filter (NDS (wAcc))
and the acceptance-based models selected with Non-Dominated Sorting with
Accuracy of the 50 best models in Accuracy (50Acc+NDS(wAcc)) with the
competing approaches. We selected this ensemble profile because we want to
increase fairness without sacrificing too much accuracy, and the previous ex-
periment for the ProPublica dataset showed that. The compared models were
trained with regularization, and their proposed standard parameters (C = 1
for LogReg, Reweight, DemPar, and EqOp, and C = 1e7 for Minimax), and
the constraint approaches were trained with the most strict constraint (co-
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variance threshold of 0 for DemPar and EqOp). The results presented were
obtained through a k-fold Cross-Validation with 5 folds.

Table 1 shows the results obtained for the ProPublica dataset. The pro-
posed models were able to increase Fairness in comparison to the standard
model (LogReg) without decreasing as much in Accuracy as the restriction-
based ones (DemPar and EqOp). Also, they have the lowest Coefficient of
Variation among all tested models.

Approach Acc EO DP CV
LogReg 0.658 0.788 0.664 0.735
Reweigh 0.643 0.938 0.887 0.764
DemPar 0.483 0.932 0.920 0.677
EqOp 0.589 0.950 0.870 0.952
Minimax 0.658 0.787 0.663 0.735
MAMOFair 0.643 0.852 0.745 0.843
AdaFair 0.612 0.985 0.976 0.662
MooAcep (ours) 0.505 0.992 0.973 0.479
MooErr (ours) 0.615 0.856 0.770 0.645

Table 1: Comparative experiment for the ProPublica dataset

The proposed models were the best at all Fairness metrics for the German
dataset (Table 2). They decreased Accuracy compared to the standard Logistic
Regression and Minimax but reported a higher Accuracy than Reweigh and
EqOp. AdaFair only found trivial models for this dataset, so we did not include
its results.

Approach Acc EO DP CV
LogReg 0.728 0.975 0.914 0.528
Reweigh 0.708 0.966 0.957 0.534
DemPar 0.713 0.994 0.987 0.508
EqOp 0.702 0.986 0.979 0.544
Minimax 0.728 0.978 0.917 0.531
MAMOFair 0.713 0.989 0.993 0.516
AdaFair* - - - -
MooAcep (ours) 0.722 0.982 0.942 0.506
MooErr (ours) 0.722 0.986 0.942 0.517

Table 2: Comparative experiment for the German dataset

Finally, for the Adult dataset (Table 3), the acceptance-based model (MooA-
cep) was able to increase both Demographic Parity and Equal Opportunity
while decreasing the Coefficient of Variation. On the other hand, the error-
based model shows a decrease in Demographic Parity and an increase in Coeffi-
cient of Variation. It is noteworthy that the filtering methods of the proposed
approaches were not chosen considering the validation performance for this
dataset, which may explain the obtained results.
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Approach Acc EO DP CV
LogReg 0.802 0.706 0.434 0.679
Reweigh 0.801 0.940 0.722 0.679
DemPar 0.802 0.970 0.686 0.678
EqOp 0.801 0.993 0.668 0.674
Minimax 0.802 0.710 0.431 0.679
MAMOFair 0.802 0.959 0.681 0.869
AdaFair 0.787 0.925 0.772 0.658
MooAcep (ours) 0.793 0.908 0.648 0.663
MooErr (ours) 0.780 0.726 0.204 0.743

Table 3: Comparative experiment for the Adult dataset

The obtained results imply that we can improve Fairness with a smaller
decrease in Accuracy compared to other approaches. Together with the results
from the previous experiment, we could validate that our models were flexible
enough to adapt to the decision-maker’s need (in this case, us) to find the
model with a specific trade-off between accuracy and fairness metrics. In other
situations, it would be possible to adapt the parameters (such as the number of
models selected using accuracy) to change the trade-off profile without needing
try-and-error parameters in training — our approach creates diverse models to
achieve the desired goal of decision-makers.

Finally, the proposed strategy can systematically decrease the Coefficient
of Variation observed for all analyzed datasets. This result is interesting be-
cause the Coefficient of Variation is an equity metric based on individual rather
than group outcomes. Some studies argue that equity-based on groups and in-
dividuals is conflicting, meaning that improving the balance between groups
introduces unfairness between individuals [17,61]. However, other studies ar-
gue that injustice can be decomposed into a group and individual level (that
can be improved [9]), and this apparent conflict is based on a philosophical
misconception [11].

7 Discussion

This research achieves a milestone in creating multiple fairness-compatible
models through a good representation of trade-offs of fairness and accuracy-
related losses. In what follows, we discuss the characteristics of the proposed
method.

High quality and diverse models. The Diversity Experiment shows the
proposed models varying on a wide range in all metrics but always having
models with good performance in some metrics. It happens because we offer
flexible formulations that had their trade-offs correctly sampled, guaranteeing
to find good models.

Decision-maker empowerment. The flexibility of the formulations com-
bined with a good Pareto representation promoted by MONISE finds models
to a vast majority of accuracy vs. fairness trade-offs. Consequently, the pro-
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posed method allows the decision-maker to explicitly choose the trade-off be-
tween accuracy and fairness metrics, thus combining a set of models to create
an ensemble.

Focus on two groups on binary classification. This first attempt at ex-
ploring MONISE on fairness models shows an initial success. The following
steps include (1) exploring multiple groups and (2) other machine learning
problems such as multiclass classification and regression. Both approaches are
feasible in the current framework but depend on research to see the impact of
(1) many groups and (2) how to adapt the formulations to new problems.

Generality. The proposed framework, when using MONISE, is constrained to
use convex objective functions. It limits the approach to simple models, such as
Linear, Logistic, Multinomial regression, and Linear SVMs, and the losses (de-
mographic parity and equal opportunity are non-convex functions). However,
the concepts are still generalizable; we advocate that modeling the fairness
problem as multi-objective and finding a suitable representation will discover
helpful and diverse models that will generate good ensembles. Expanding this
methodology to non-convex scenarios is a relevant challenge.

8 Conclusion

The conflict between accuracy and fairness metrics is a critical challenge in
the fairness field. Any decision-maker must decide their preference and select
a trade-off among the desired goals. This study tackles this problem using
multi-objective optimization concepts to aggregate diverse models to achieve
predictions with increased fairness without sacrificing too much accuracy. Our
framework achieved this goal using three steps: (1) Modeling the classification
as a multi-objective problem in two different ways; (2) Creating Pareto-front
representation using MONISE; (3) Using accuracy and fairness metrics under
multi-objective selection methods (Non-Dominate Sorting and hypervolume)
to filter the models to be aggregated by the ensemble.

The two different models optimized the classification loss and the accep-
tance loss (how distant the classification is to achieve the desired outcome) per
group instead of minimizing the difference between the groups (usually associ-
ated with a fairness objective). This proxy approach showed many advantages:
(1) the flexibility of the models does not force a solution with equal perfor-
mance per group; if a model has better performance for all groups, it finds the
latter; (2) using MONISE generates diverse Pareto-optimal classifiers, which
can be helpful because the performance in validation can change; and (3) this
diversity allows the decision-maker to achieve their preference by adjusting
the ensemble filtering and aggregation. In the experiments, we showed that it
was possible to find models that did not sacrifice too much accuracy, but we
could improve the fairness metrics significantly.

With this research, we showed the importance of approaching the fair-
ness problem using multi-objective methodologies. The flexibility of the mod-
els combined with the diversity promoted by finding multiple Pareto-optimal
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models using MONISE creates diverse models that allow the decision-maker
to create a final predictor aligned to their preferences. This strategy might be
helpful to achieve competent models for other fairness goals (different met-
rics) with adapted new models, and it might be beneficial to other problems;
however, the models need to be adjusted to find other proxy multi-objective
models.
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